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The article examines the peculiarities of the
use of artificial intelligence technologies during
wvestigative actions. The author analyzes the for-
eign experience of using artificial intelligence algo-
rithms in criminal proceedings and the possibility
of its use in Ukraine. The methodological basis of
the research is general scientific and special meth-
ods, which are based on the theory of knowledge of
legal phenomena, aimed at obtaining complex reli-
able results. The specificity of the purpose and tasks
of the research necessitated the use of the following
methods: dialectical, comparative legal, dogmatic,
system and structural, modeling, and statistical
methods, elc.

It was concluded that today, artificial intel-
ligence 1is one of the most ambitious directions in
the development of information management sys-
tems and technologies, which makes it possible to
significantly increase the effectiveness of activities
n any field, including law enforcement. This cir-
cumstance dictates the need for further progressive
research into the possibilities of AL, in particular in
the field of fighting against crime, as well as con-
sideration of problematic issues of its application,
ncluding the ethical nature, legal regulation and
responsibility for mistakes made by it.
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Introduction
The rapid development of scientific and
technical progress and the wide use of modern
information technologies have an undeniable

positive impact on social processes. The issue
of the use of modern systems and technologies
used during investigative actions has been
well researched, but the fast development of
them requires constant improvement of their
implementation in investigative activities. Such
prompt response and the introduction of the
latest technologies into the criminal process
will ensure an effective and comprehensive
investigation of criminal cases.

The analysis of scientific researches on
this issue gives us grounds to claim that in
the science of the criminal process until now
there is no common position regarding the
understanding of the place and significance
of modern technologies used during pre-trial
investigation. Scientific literature discusses
the problems of using computer, information,
digital, communication and other innovative
technologies, including forensic technologies,
in the practice of crime investigation [1, p.123-

129].

Research methodology

The methodological basis of the research is
general scientific and special methods, which
are based on the theory of knowledge of legal
phenomena, aimed at obtaining complex
reliable results. The specificity of the purpose
and tasks of the research necessitated the use of
the following methods: dialectical, comparative
legal, dogmatic, system and structural,
modeling, and statistical methods, etc.

The dialectical method is used to determine
the international experience of using modern
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artificial intelligence technologies in the
paradigm of crime prevention and outline the
range of unresolved legal problems related
to this. On the basis of the comparative legal
and the dogmatic methods the interpretation
of legal categories was carried out, the
understanding of the concepts of «technical
means» and «artificial intelligence» was clarified
and deepened. Modeling methods came in
handy during the research and substantiation
of theoretical models of changes to the
Criminal Procedure Code of Ukraine, aimed
at improving the legal regulation of the use of
information and other modern technologies by
employees of operational units when carrying
out the tasks of the investigator and inquirer.

Results

One of the achievements of the scientific
and technical revolution of the XXI century is
the development of artificial intelligence (AI)
and robotics, but there is a lack of effective
legal regulatory mechanisms in this area.
In addition, there is a trend of not so much
the impact of law on this shere as the impact
of digital technologies on law. Today, the
use of modern information systems and Al
technologies during investigative actions is
quite relevant and ambitious.

Developed countries of the world consider
Al as one of the most important strategies
for increasing competitiveness and ensuring
national security. The achievements of Al are
implemented in various spheres of social life,
from medicine and educational activities to
digital corporations. Al algorithms make it
possible to reproduce the mental activity of
people with an automated system. At the same
time, such systems and the software for their
implementation are the subject to teaching
according to the principle of the human brain.
It means the accumulation of new information
against the background of wunsuccessful
attempts at any action or ineffective decision.

One of the spheres of active implementation
of Al is law enforcement. The use of Al in the
fight against crime, both at the stage of pretrial
investigation and at the stage of prevention
and early response to offenses, provides wide
opportunities and high potential [2, p.40-
59]. Moreover, law enforcement structures
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increasingly began to move from prevention
to prediction of crimes (in the United States
of America a corresponding term has already
appeared — «predicative policing»).

In this context, the heads oflaw enforcement
structures are trying to develop new strategies
and reformat their activities based on this
paradigm. The last years one of the key
areas of implementation of such strategies in
developed countries (USA, China, Europian
countries, Japan) is the use of Al and Big Data
Technologies. According to experts, the leader
of the implementation of Al in the process of
fighting against crime is the US Federal Bureau
of Investigation. The last decade of the use of
Al technologies in the USA is characterized by
a rapid transition from the field of theoretical
scientific research to the field of concrete
practical application. And significant results
have been achieved in this field.

Many US cities have implemented data
analysis systems that identify trends and predict
the likely time and place of crime. Using crime
reports, the system identifies areas with the
highest likelihood of crime, highlights them
on a map, and transmits the information to
police officers. This system was developed at
the University of California and is known as
PredPol. Dozens of police units in Las Vegas,
Los Angeles and other cities use this system.
PredPol has proven itself positively and now is
used outside the United States. Similar systems
are used in Germany. The Precobs software also
predicts the most likely crime to be committed
at a certain place and time.

The use of Al at the stage of pre-trial
investigation for the purpose of investigating
criminal offenses is actively used when law
enforcement agencies already have information
about the commission of a criminal offense and
the analysis of alarge amount of datais required.
For example, such tools as NEC Connect are
used by the UK police to analyze billions of
data collected from financial transactions to
identify correlations or patterns of transactions;
or the International Child Sexual Exploitation
Database (ICSE DB) managed by Interpol,
helps to identify victims and/or criminals
through the analysis of, for example, furniture
and other objects in images of violence or the
analysis of background noise in videos. They
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have proven to be particularly effective in the
fight against crime. Thus, with the help of the
NEC Connect program, a search with a very
high level of complexity and volume of data,
which previously required months of research,
can now be performed in a matter of minutes
and with a high probability of results [3].

Today Al is actively used in law enforcement
activities by many leading countries of the
world. For example, in the Netherlands, a
machine algorithm based on neurotechnology
has been used. By studying and analyzing
documentation, as well as incriminating
circumstances, the neural network helps police
officers to significantly save their working time
when conducting criminal proceedings.

Police officers in Great Britain also use the
achievements of Al in their activities, given the
fact that when investigating criminal offenses
they very often have to deal with a large
amount of information in order to establish the
circumstances that are important in the case.
Thus, during the investigation of corruption
crimes involving Rolls-Royce Holding, the
investigators used the capabilities of the
detective robot ACE, developed by the London
company Ravn, which main task was to identify
valuable information for a criminal case. The
robot analyzed 600,000 different text files every
day. In total, ACE helped 7 investigators process
30 million documents, thereby speeding up the
process of investigating a crime [4].

Fujitsu Laboratories Ltd, together with
the University of Electrical Communications
in Japan, has developed an algorithm for
detaining a criminal in urban conditions,
which is based on game theory. This theory
mathematically describes the technology of
defense and attack as a technology of decision-
making. Previously, it was difficult to apply in
the city due to the increase of the amount of
data because of street network growth. The
developed «network compression» technology
made it possible to cope with this problem.
Algorithms are able to direct security resources
according to the movement of people and
psychological characteristics of the criminal [2,
p-55].

One of the most ambitious global projects
for the use of Al in law enforcement is the Police
Cloud system created by the Ministry of Public

Security of the People’s Republic of China. This
system is designed to integrate different types of
information, including data regularly collected
by the Chinese police (residential addresses,
family relationships, religious affiliations, etc.).

A clear example of the use of analytical
and predictive models applied in the PRC is
the facial recognition system developed by the
Guangzhou company Cloud Walk, which tracks
people’s actions based on when the suspect went
and what he did. The system predicts the most
likely crime scene. For example, if someone
bought a kitchen knife, he does not yet become
a suspect. But if he also buys a hammer and
a bag, the suspicion rating for that person
increases. This software is used in more than
30 cities and provinces of the country and in
real time indicates suspicious persons [5].

The principles and tasks of the development
of AI technologies in Ukraine are legally
recognized as one of the priority directions
in the field of scientific and technological
research. Ukraine, as a member of the Special
Committee on Artificial Intelligence at the
Council of Europe, in October 2019 joined
the Recommendations of the Organization
for Economic Cooperation and Development
on Artificial Intelligence (Recommendation of
the Council on Artificial Intelligence, OECD/
LEGAL/ 0449) [6].

Al is becoming the most important factor
in the development of the digital economy of
any state; however, possible threats from its use
raise questions and require legal guarantees for
the safe operation of its systems. In addition,
the ethical and legal aspects of its use have not
been sufficiently studied, it still does not even
have a unanimous definition. There is also a
problem of forming the conceptual apparatus
of «technical means», «technical systems»
and «artificial intelligence» as a factor in the
regulation of any new sphere.

In order to solve this problematic issue, the
decree of the Cabinet of Ministers of Ukraine
No. 1556-1, dated December 2, 2020, approved
the Concept of the Development of Artificial
Intelligence in Ukraine. In this Concept Al
is defined as an organized set of information
technologies, with the use of which it is possible
to perform complex tasks by using systems of
scientific methods of research and algorithms
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for processing information obtained or
independently created during work, as well as to
create and use own knowledge bases, decision-
making models, algorithms for working with
information and to determine ways to achieve
set tasks [6].

The use of the possibilities of Al in the work
of law enforcement agencies, in particular in the
direction of conducting investigative actions,
is practically in demand and relevant. The
capabilities of software in terms of maintaining
law and order give a significant advantage to the
human potential in the detection, prevention
and early response to offenses. Today, Ukraini-
an law enforcement agencies are actively using
artificial technologies in the following areas: facial
recognition; use of drones; ensuring road safety;
investigation of criminal offenses; prediction and
prevention of offenses [7, p.378-380].

In addition, AI is actively used during the
creation of automated systems, databases, for
the development of algorithms for criminal
offenders searching «without delay», identifying
potential victims of criminal offenses and in many
other areas in the work of law enforcement.

For example, from December 2017 the
National Police of Ukraine started the process
of implementing a new system for recording all
actions related to detained persons — Custody
Records. This system was introduced in order
to ensure the basic rights of detainees and to
prevent baseless accusations against police
officers. The information system Custody
Records is a part of the information and
communication system Information Portal of
the National Police of Ukraine and, thus, is a
part of the unified system of databases of the
Ministry of Internal Affairs of Ukraine. The
Custody Records system is being developed
at the level of territorial police bodies. In
particular, one of its parts — an electronic
file with information on all actions regarding
a detained person — is regulated at the level
of a subordinate regulatory legal act. Further
steps should be the normative regulation of
the following: 1) the status of the person of the
custody officer; 2) infrastructure conditions for
the stay of a detained person (zoning of police
office); 3) video surveillance systems and work
with such data; 4) effective interaction between
various officials of law enforcement [8].
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Discussion

Regardless of the effectiveness of Al, it
should be noted that the results of its work are
not always error-free. Undoubtedly, the cases
of the assumption of errors by the system are
not frequent, but every time they cause a wide
public resonance. For example, there was an
incident in the USA when the facial recognition
system mistakenly <«accused» an innocent
person, who was wrongly detained by the
police and as a result it caused a corresponding
reaction from the civil rights union [9, p.106].

In light of this, tech leader Amazon banned
police from using its controversial artificial
intelligence-based facial recognition software
for a year after rights activists raised concerns
about the surveillance technology’s potential
racial prejudice. Amazon said ending law
enforcement’s use of Rekognition system
should give U.S. politicians an opportunity
to pass legislation regulating the use of the
technology. However, it was pointed out that
there were reasons to allow anti-trafficking
organizations to continue using it [10].

Similarly, another powerful player in the
field ofthelatest technologies, IBM, represented
by the General Director, in its open letter to the
US Congress [11] announced the termination of
the development of artificial intelligence-based
face recognition technology. The company
called for «a nationwide dialogue» about
whether such technology should be used in law
enforcement at all: <IBM strongly opposes and
does not condone the use of any technology,
including facial recognition technology, for
mass surveillance, racial profiling, violations
basic human rights and freedoms or any goals
that do not correspond to our values and
principles of trust and transparency». Frankly
speaking, such a decision was not only political,
but also business, because the main customer
was the US government, and this project did
not bring IBM significant income.

The use of the latest technologies and
technical means carries a certain danger for
both the person and the state. This is caused
primarily by the following circumstances:

— vulnerability of technologies on the basis
of which critical infrastructures operate (energy
supply systems, transport, financial markets,
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health care, algorithmic justice, border control,
military support, etc.);

— carelessly written computer codes for a
significant number of programs, the developers
of which pay more attention to profitability
than to eliminating vulnerabilities;

— the general lack of transparency of the
algorithms that govern the world through
the specified critical infrastructure, which is
explained by the need to preserve commercial,
banking, corporate, official or state secrets and
is fixed at the level of a regulatory act or a user
agreement that no one ever studies;

- the «black box» of Al (due to the full
awareness of the algorithm in the principles of
its construction and operation, self-learning,
self-development, recursive self-improvement,
when the first version search for errors within
itself, corrects them, forms an improved version
ofitself and rewrites itself ad infinitum), because
the developers themselves can no longer be
sure that they understand all the nuances of its
work; in the long term. This calls into question
the possibility of human control, including
due to the lack of a single vulnerable core,
when a certain Al algorithm can be dispersed
everywhere by blockchain technology, etc.

Thus, there i1s an eternal confrontation
(the state and civil society, the state or society
and the criminal, etc.) to which new challenges
are added (the confrontation between Al and
ordinary intelligence, homo sapiens and digital
man (digital human being or homo numeralis,
homo digitalis, homo horologium) [12, p.158-
170]. This confrontation has a tendency to
become a new higher class of people or a new
caste, because the results of revolutionary
achievements in the fields of bio-, nano-
technologies, neurobiology, and genetics will
not be available to everyone at once etc).

Conclusion

The  introduction  of  information
technologies (and Al technologies are a part
of them) is an integral component of the
development of socio-economic, scientific and
technical, defense, legal and other activities
in the spheres of national importance. The
lack of conceptual foundations of state policy
in the field of Al does not allow creating and

developing a competitive environment in the
specified spheres of activity.

When studying the foreign experience of
using Al algorithms in criminal proceedings,
the following directions of its implementation
can be distinguished: the use of Al for the
purpose of preventing criminal offenses; the
use of Al at the stage of pretrial investigation for
the purpose of investigating criminal offenses;
the use of Al in judicial proceedings.

Today, Al is one of the most ambitious
directions in the development of information
management systems and technologies, which
makes it possible to significantly increase the
effectiveness of activities in any field, including
law enforcement. This circumstance dictates
the need for further progressive research into
the possibilities of Al in particular in the field of
fighting against crime, as well as consideration
of problematic issues of its application,
including the ethical nature, legal regulation
and responsibility for mistakes made by it.

With the great potential of using Al
technologies, it should be taken into account
that Al can not only bring invaluable benefits
by increasing and multiplying human abilities,
expanding the possibilities for solving a
large number of social problems. With all
the positivity of its potential for society, Al
technologies increasingly act as a criminogenic
factor, actively used by offenders, thereby
producing an increase in the level of crime and
leading to the appearance of new types of it.
And this will create a real threat to the interests
of citizens, society and the state protected by
the criminal law.
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KOHIEIITYAABHI 3ACAAH BHKO-
PUCTAHHA TEXHOAOI'THA IITYYHOTO
IHTEAEKTY ITIIJA YAC ITPOBEAEHHA
CAIAUYHUX (PO3IIYKOBHUX) AIM

Y crarrti AOCAIAKEHO OCOOAUBOCTI BUKO-
PHUCTAHHA TEXHOAOTIH HITY4HOTO I1HTEAEKTY
i/ 9ac NpOBEJAEHHS CAIJYUX (PO3NIYKOBHX)
Alii. ABTOp NpPOBOAUTL aHAAI3 3apy6iLKHOTO
AOCB1]y BUKOPHCTAHHA AATOPUTMIB IITY4HO-
IO IHTEAEKTY B KpPUMIHAABHOMY MPOBa/JKEHHI
Ta MOKAHBOCTI 1OTO BUKOPHCTAaHHA B YKpa-
THI. M€E€TOAOAOTTYHOIO OCHOBOIO JOCAIAKEHHA
€ 3araAbHOHAYKOBI Ta CII€I[iaAbHI METOAH, AKI
I'PYHTYIOTbCSI Ha Teopii Mi3HAHHA MPaBOBUX
SABHII, CIPSAMOBAHUX HAa OTPHUMAHHA KOMII-
AEKCHUX /JOCTOBIpHHX pe3yAbTatis. Crernu-
¢ika MeTH il 3aBAAHb JOCAIAKEHHSA 3yMOBHAQ
HEOOXIAHICTh BUKOPUCTAHHA TaKHUX METOJIB:
AIAAE€KTHYIHOTO, HOPIBHAABHO-IIPABOBOTO,
AOTMAaTHYHOTO, CUCTEMHO-CTPYKTYPHOTO, Me-
TOJIB MO/EAIOBAHHS, CTATUCTHYHUX METO/IB
TOIIIO.

3pobAeHO BUCHOBOK, IIIO HAa ChOTOAHIIIHIM
A€Hb IITYIHUII IHTEAEKT € O4HUM i3 HAOIABII
NEPCIEKTHBHUX HAIIPAMIB PO3BUTKY iHPOpMa-
IIHUX yIPaBAAIOYUX CHCTEM Ta TEXHOAOTIH,
0 Ja€ 3MOIy 3HAYHOIO0 MIpOI0 MiABUIIUTH
e(PEeKTUBHICTb AIAABHOCTL Yy Oyab-sAKil chepi,
30KpeMa i 1mpaBooxopoHHii. /lana obcraBnHa
00YMOBAIOE HEOOXIAHICTH IMOAAABIIOTO IIPO-
I'PECUBHOTO JOCAL/KEHHA MOKAUBOCTEH IITyd-
HOTO IHTEAEKTY, 30KpeMa y cpepl 6opoTsbu 3i
3AOYHMHHICTIO, 4 TAKOK PO3TASAAY IPOOAEMHHIX
IIUTaHb HOT0 3aCTOCYBaHHSA, Y TOMY YHCAIL 1[040
€TUYHOrO XapaKTepy, IPaBOBOIO PEryAIOBaH-
HsI Ta BIAIIOBIZAABHOCTI 32 IIOMUAKH, 3POOA€HI
3 ioro OOKy.

KalouoBi caoBa: TexHIYHI 3acobu, mTyd-
HHUI1 IHTEAEKT, CAig4l Ali, IPAaBOOXOPOHHI opra-
HU, MTONEPEAKEHHA 3AOUHMHHOCTI, 3apyOLKHII
AOCBI/ TIOTIEPE/sKEHHA 3AOYHMHHOCTI.




